
This article was published in an Elsevier journal. The attached copy
is furnished to the author for non-commercial research and

education use, including for instruction at the author’s institution,
sharing with colleagues and providing to institution administration.

Other uses, including reproduction and distribution, or selling or
licensing copies, or posting to personal, institutional or third party

websites are prohibited.

In most cases authors are permitted to post their version of the
article (e.g. in Word or Tex form) to their personal website or
institutional repository. Authors requiring further information

regarding Elsevier’s archiving and manuscript policies are
encouraged to visit:

http://www.elsevier.com/copyright

http://www.elsevier.com/copyright


Author's personal copy

Soil parameter quantification by NIRS as a Chemometric challenge at
‘Chimiométrie 2006’

Juan Antonio Fernández Pierna ⁎, Pierre Dardenne

Walloon Agricultural Research Centre (CRA-W), Quality of Agricultural Products Department, Chaussée de Namur n 24, 5030 Gembloux, Belgium

Received 2 May 2007; received in revised form 8 June 2007; accepted 9 June 2007
Available online 27 June 2007

Abstract

For the third consecutive year and due to the success of the chemometric contests organized within the framework of previous congresses,
another data set has been proposed for the organisation committee at the ‘Chimiométrie 2006’ meeting (http://www.chimiometrie.org/) held in
Paris, France (30th November and 1st December). As in the first contest organized in 2004 this data set was selected in order to test the ability of
the participants for using regression methods based on NIR data. The data set consists on three different properties characterizing soils coming
from the Walloon region in Belgium. This year, unlike previous contests, the data have been not modified by the authors. Only three participants
decided to play with the proposed data and presented their own approaches during the conference. As last year's, this paper summarizes the
approaches presented during the meeting by the participants and the authors.
© 2007 Elsevier B.V. All rights reserved.
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1. The data of the challenge

As last 2 years a chemometric contest has been organized
within the framework of the ‘Chimiométrie 2006’meeting [1, 2].
This time, two data sets of soils were provided by Dr. Pierre
Dardenne, CRA-W (Belgium) and were available on the web
site of the conference (http://www.chimiometrie.org/), which
included a calibration data set and a test set. The datasets are
quite large, typical of datasets encountered in pedometrics or
“the application of mathematical and statistical methods for the
study of the distribution and genesis of soils” [3]. There are 618
reflectance spectra of dried and sieved soil samples in the
calibration (cal) set measured between 1100 and 2498 nm at
2 nm data interval (see Fig. 1). The test set contained 207 spectra
measured under the same conditions as the calibration set. All
the spectra come from cultivated soil samples collected from all
over the Walloon region in Belgium.

There are three parameters associated with these data sets: Nt
(Total Nitrogen in g/Kg of dry soil), CEC (Cation Exchange
Capacity in meq/100 g of dry soil) and Ciso (Carbon in% of dry
soil) (iso means that C has been determined following the

ISO14235 method). Several 0s were present in the y matrix
corresponding to missing values and did not have to be used for
calibration. Fig. 2 shows a plot for the y matrix showing the
missing values for each property. In the case of Nt 22% of the
samples are missing values, 11% in the case of Ciso and 46%
for CEC. The same situation occurs for the test set and the final
test data sets contain 160 for Nt, 184 for Ciso and 113 for CEC.

The aim for the participants was to develop calibrations for
the three properties included in the ymatrix using the calibration
set and then to predict the test set blind spectra using any kind of
method. Parameter values were not attached to the test set; these
values were retained by the judges for evaluating contest entries.
The participants sent to the jury a text file or a slide presentation
with the proposed methodology and the predicted results. The
methodology used (pre-processing, regression algorithm, outlier
detection methods, software…) was free.

2. Participant's approaches

2.1. Participant no. 1

Standard Normal Variate (SNV) followed by detrend and
second derivative was applied as pre-processing. The corrected
data is presented in Fig. 3.
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The participant has decided to work while taking into
account the missing values by replacing those values by
possible values calculated using the NORM software [4]. This
software replaces each missing value by 20 simulated values.
Then 20 full matrices Ycal which are then available can be used
to build a regression models between Xcal and the 20 Ycal
matrices. The regression method chosen is the LOCAL
regression proposed by WinISI [5]. After the 20 local
regressions, 20 predicted values are obtained for the unknown
test set. The mean of these models is used as final estimation.
Several prediction samples (1, 51, 69, 79, 88, 92, 131, 142 and
205) have been considered as outliers due to their high GH, the
standardized Mahalanobis distance used by WinISI.

2.2. Participant no. 2

Multiple Scatter Correction followed by auto scaling has
been used as pre-processing. Then PCA was used for outlier
identification and samples 272, 313, 377, 402 have been
removed. For each property, the following steps have been
performed:

Elimination of missing values.
Building of the model using Back propagation Neural
Network using the first 20 PCs as input, one hidden layer
with a hyperbolic transfer function and one output node with
a linear transfer function. The hidden layer contains 3 nodes
for the Nt and CEC and 4 nodes for Ciso.
Prediction of the test set.

2.3. Participant no. 3

The participant performed a dimension reduction by
projection on B-Spline basis. As a first step, each spectrum
is whitened (i.e. reduction and centering); this preprocessing
allows the detection of outliers, which are removed from the
database. The problem is then divided into three sub-problems
corresponding to the prediction of the three parameters of
interest. All following steps are applied separately to each

Fig. 2. Plot of the y matrix showing the missing values for each property.

Fig. 1. Soil spectra before pre-treatment.

Fig. 3. Soil spectra after SNV followed by detrend and second derivative.
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sub-problem. The spectra can be considered as high-
dimensional vectors. Their dimension has to be reduced in
order to avoid problems related to the “curse of dimension-
ality”. Moreover the high degree of co-linearity between
wavelengths renders the modeling of the spectra slow and
unstable. The dimension reduction is achieved by projecting
the spectra on a B-Spline basis as in [6]. Indeed, the spectra
can be viewed as the discretization of a continuous function.
The order of the B-Splines involved in this process is 4. Their

number is chosen by a Leave-One-Out procedure to optimize
the reconstruction of the spectra. The B-Splines are selected
though their coefficients, which are also whitened to avoid
scale problems.

Seven coefficients are subsequently selected by a forward
procedure based on the mutual information. The number of
selected coefficients is chosen to keep the computational time at
a reasonable level. The mutual information criterion and the
forward procedure are described in [7]. The estimator used to

Table 1
Summary of all the results obtained during the challenge

Participant 1 Participant 2 Participant 3 Author Author Author

Methods Norm+local Backpropagation NN Bsplines+RBFN PLS Local LS-SVM

RMSEP 1-Nt 0.6537 0.7737 0.9655 0.8404 0.5853 0.5575
2-Ciso 0.5577 (1 sample NaN) 0.7755 1.4846 1.1476 0.4332 0.559
3-Cec 3.5826 (2 sample NaN) 4.6235 5.3609 4.6051 3.3328 3.4373

R2 1-Nt 0.7673 0.63 0.438 0.5632 0.7979 0.8172
2-Ciso 0.8702 0.77 0.5338 0.496 0.9216 0.8908
3-Cec 0.7148 0.51 0.3474 0.5087 0.7508 0.7294

Mean R2 0.78 0.64 0.44 0.52 0.82 0.81

Fig. 4. Prediction results using PLS, LS-SVM and LOCAL for the different properties: Nt (first row), Ciso (second row) and CEC (third row).
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estimate the mutual information is described in [8]. Radial Basis
Function Networks are then built on each of the 27 possible
subsets of coefficients. The best model is chosen according to
the prediction performances, which are evaluated by an 8-fold
Cross-Validation.

3. The author's approaches

The authors tested three approaches: PLS and LS-SVM,
using Matlab v7.0 (The Mathworks, Inc., Natick, MA, USA)
and LOCAL from the WinISI software [5]. Because PLS and
LS-SVM have been widely explained somewhere [9,10], only
the main advantages are shown and only the LOCAL regression
method will be detailed here.

The main advantages of Support Vector Machines (SVM)
are: 1) its ability to deal with ill-posed problems; 2) it shrinks
the regression coefficients by imposing a penalty on their
values; 3) it leads to global models that are unique; 4) sparse
solutions are found and 5) linear and nonlinear regression can
be performed. Least-Squares Support Vector Machines (LS-
SVM) has the same advantages but it requires solving a set of
linear equations (linear programming) instead of requiring a
solution of nonlinear equations (quadratic programming),
which are difficult to solve.

The LOCAL method of calibration is also called “local
calibration”. It matches the sample to be predicted with a small
homogenous group of samples selected from a product library
file. In this situation, a library file for the product is needed
containing reference values. Each “unknown” sample (to be
predicted) is compared to the library and the closest samples
are selected from the library. The similarity index used is
simply a correlation coefficient between spectra: two spectra
having a correlation of 1 must have the same composition. If
the global and neighbourhood H values are acceptable (GH
less than 3.0 and NH less than 1.0), the calibration is
developed based on the selected library samples and the
“unknown” sample is predicted. Temporary Y and X matrices
are arranged and then a specific PLS model is calculated with
the N selected references to predict one sample. There are 3
parameters to be optimized before routine operation; the
number (N) of the closest samples, the maximum number of
PLS factors (Fmax) and the minimum number of PLS factors
(Fmin). The final predicted result is a weighted sum of the
predicted values from all the models between Fmin and Fmax,
values which are weighted according to the standard deviation
of the Bcoefficients and to the size of the Xresiduals. This
method is the only one (that we know) which takes
information of the unknown sample (the spectrum itself with
the use of the Xresiduals) to weigh the predicted values and so
to improve the accuracy. LOCAL was investigated years ago
by Sinnaeve et al. and 15% improvement of accuracy was
found [11].

4. Results

Table 1 shows the final results for the challenge 2006. Similar
results are obtained when working with LOCAL and LS-SVM with a

RMSEP respectively of 0.59 and 0.56 for Nt, 0.43 and 0.56 for Ciso
and 3.33 and 3.44 for CEC. Good results are also obtained by
participant 1 with a RMSEP of 0.65, 0.56 and 3.58 for Nt, Ciso and
CEC respectively and 0.78 as mean R2. Participants 2 and 3 obtained
0.64 and 0.44 respectively for mean R2.

Fig. 4 shows the different prediction performances for Nt, Ciso and
CEC using PLS, LS-SVM and LOCAL regression.

5. Conclusion

Quantification of soil parameters by NIRS becomes a more
and more interesting topic for research in “pedometrics” [12].
The diversity of mineral composition of the soils and the weak
level content of organic matter make their quantification by NIR
a real challenge. Only three chemometricians dared presenting
their results: more had tried, but gave up seeing the difficulties
and the relatively poor R2. The interest of local method is
demonstrated and the data sets we used are still too small to find
enough neighbours to compute a local model for each unknown
spectrum. There is a need to gather internationally data bases
from different origins providing the reference methods are
correctly aligned.

The session with the “contest” presentations of these results
interested most of the participants and the final conclusion was
that it will be repeated during the next conference.
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