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1. Background and Motivation 4. Results and Analysis

Certain ingredients present in complex blends of food products play an important role in the
processing industry for adding texture, enhancing tasting, etc. Controlling their proportion is
essential both to assess the legal requirements for the safety of the consumers and to avoid
fraud in food labelling. The samples available were processed using NIR technology to obtain
their spectra and were labelled with the proportion of ingredients with which they were

The results have been analyzed obtaining the RMSEP of the predicted and the real values for each
ingredient on the 1000 spectra used for validation. Usually, the results obtained by LPLS-S are
better than results obtained by SVM for the prediction of the percentage of each ingredient. The
categories where there were no enough samples to do the calibration have not been analyzed (in
total 112 categories have been predicted).

manufactured. This work compares two different methods for predicting such proportions of
Ingredients in food additives from NIR spectra.

2. Methods and Material 1 . : : | :
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1. Remove trend
2. Smooth spectrum (low-pass filter)

n summary, both methods (LPLS-S and SVM) can be successfully used to detect and predict the
percentage of the ingredients in a blend. In general, LPLS-S has a better performance than SVM.
t Is important to remark the following aspects:

Calculate Euclidean distances (ED) to T, and find the
nearest sample to X, . regard X, have the same
ingredients (7 = 1.2.3...n) with the nearest sample

Stacking

e LPLS-S does not need any pretreatment nor learning process

Extract all samples with ingredient 7 from 7, named 7, e The computing time required for SVM is around 2 hours while for LPLS-S is less than 4 minutes

for the whole procedure.

n ingredients

Calculate Euclidean distances (ED) to T,

ol Tl e For LPLS-S, no need of individual calibration (and therefore no updates) for every ingredient.

used for LOCAL model e Misclassification increases when SVM is used. A cause could be that the optimization of the SVM

parameters has been carried out globally. In a next step, an individual optimization for each
individual ingredient will be carried out.

m relevant
ingredients

If Njpear< N1 Niew Samples with lower ED will be
selected from T, to build LOCAL model. else all
the samples in T, will be used

e These techniques open-up a chemometric alternative to study the composition of complex
FP blends using NIRS. This composition analysis is very difficult or even impossible to carry out
using other methods.

CP: Classification Prediction, RP: Regression Prediction, FP: Final Prediction
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