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The purpose of this study was to evaluate two different locally based regression methods (LOCAL and Local Calibration by Customized Radii Selection) and 

compare their performance to the classical global PLS for large NIR data. The data used in this study came from two inter-laboratory studies for wheat grain 

analysis organized in 2016 in the framework of the REQUASUD network. The results showed that improved predictions in terms of prediction errors can be 

obtained using local approaches compared to the classical global PLS. Moreover, the study highlighted clear differences between inter-laboratory studies 

and participating laboratories, which were even more evident when working with local procedures.

Introduction
Analyses performed by near-infrared (NIR) spectroscopy 
have become increasingly common in agriculture and the 
food industry. In several cases they even have replaced 
traditional chemical analysis. This is due to a large number 
of advantages (speed, cost-effectiveness, simultaneous 
determination of several constituents, little or no prepara-
tion of the sample, reduced use of chemical reagents etc.), 
but also to improvements to NIR instrumentation, allowing 
easier and faster spectrum acquisition at-line and on-line, 
as well as improvements in computer technology which 
have led to the development of more sophisticated new 
chemometric tools.1

Over the years, NIR databases have grown in terms of 
number of spectra and reference values. Especially in agri-
culture, extensive spectral databases containing thousands 
of NIRS reflectance spectra have been created during the 
last 30 years. The most extensive of these relate to feed/
grain/silage and milk monitoring. Such databases have been 
used to build global calibrations, mainly PLS-based, which 
conceptually are expected to be very robust to sample 
composition variation. However, as databases get larger, this 
increases the complexity in terms of variability, and although 
this is normally seen as an advantage in global calibrations, 

in practice it creates a problem because prediction accuracy 
decreases.2–4

One possible solution would be to build specific calibra-
tion equations for small groups of similar samples, but this is 
cumbersome in practice and increases the complexity of the 
analytical systems. Another approach for modeling a complex 
calibration function that is much simpler and more flexible 
is local regression. Instead of constraining the calibration 
function to have a parametric form, it assumes that the data 
can be locally, i.e. around some neighborhood of the spectra, 
approximated by a parametric form, namely low-order poly-
nomials. In other words, it computes a specific calibration 
equation for each sample analyzed using reduced calibration 
data extracted from a large library.5 In practice this involves a 
group of methods based on selecting from a large database, 
a set of samples spectrally similar to an unknown sample 
whose properties are to be predicted. Following this strategy, 
a specific local model is then developed for that sample 
using the previously selected “neighborhood” samples as a 
calibration set. Figure 1 shows an example of data where 
global and local approaches are applied. The number of 
samples selected by a local approach is drastically reduced. 
This means that each sample is predicted with a different 
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calibration equation. At present, several local regression-
based methods exist, such as Locally Weighed Regression 
(LWR),6 CARNAC,7 LOCAL2,8 and, most recently, Local 
Calibration by Customized Radii Selection.9

In local approaches the samples selected have to be 
similar enough to the sample to be predicted. The algo-
rithm of prediction must be configured in a way that 
makes it possible to set up a threshold (based on GH 
criterion10 or Mahalanobis distance, for instance) in order 
to select only the most similar spectra in the database. 
The database also has to be “clean”, meaning that all 
outliers, especially property (reference values) outliers, 
have been removed from the dataset. Moreover, the 
database has to be large enough and cover most of the 
possible spectral variability encountered in routine anal-
ysis. The structure and distribution of the data have to 
be as homogenous as possible to avoid unbalanced data.

The purpose of this study was to evaluate two different 
locally based regression methods (LOCAL and Local 
Calibration by Customized Radii Selection) and compare 
their performance to the classical global PLS for a large 

NIR dataset. The data used in this study came from two 
inter-laboratory studies for wheat grain organized in the 
framework of the REQUASUD network in 2016.11

Material and methods
A first dataset of 4392 spectra of wheat grain covering 
crops of the last 25 years (1990–2015) was used as 
historical data to build the calibration PLS models or as 
clean data in local methods for predicting protein content. 
A second, completely independent dataset of 160 spectra 
(2 × 5 samples × 8 labs × 2 ILSs) was then used to compare 
the performance of the different methods. This second 
dataset was composed of spectra of samples coming 
from two inter-laboratory studies (ILSs) organized in 
March and July 2016 respectively within the REQUASUD 
NIR instrumentation network established in Wallonia 
(Belgium).

In this network, the eight participant laboratories 
were each equipped with a Foss XDS NIR spectrometer, 

Figure 1. PC1 vs PC2 vs PC3 plot showing the difference between global vs local approaches on a PCA view: in the figure, 
the sample represented by the big black point will be predicted by all the grey points representing the whole database 
when using global PLS. However, when using local methods, the sample will be predicted by the black points (diamonds), 
representing only samples in the database which are similar to the sample for which a prediction is required. In the global 
method all the samples are selected to generate the model although some of them are spectrally different. In local meth-
ods, only similar spectra to the one for which a prediction is required are selected to build a specific calibration.



Local vs Global Methods Applied to Large NIR Databases Covering High Variability 47

 standardized yearly to the same master device located in 
the reference laboratory at CRA-W. An ILS consisted of 
two sets of five blind samples sent to each laboratory; the 
samples were selected in order to cover as large a range 
as possible of the protein content. The samples used for 
the two ILSs were the same. However, the laboratories 
were not aware of this fact. Each laboratory analyzed the 
samples blind by NIR but also by wet chemistry, and the 
assigned chemical values corresponded to the average 
values of all the results of the laboratory. 

Three chemometric methods were used in this study:
i) MPLS: Modified PLS with 11 PLS factors and using 

the WinISITM software;
ii) LOCAL: In this method, the selection of calibration 

samples is controlled by the value of the correlation 
coefficient between the spectrum of the unknown 
sample to be predicted and those of the available 
database. LOCAL using the WinISITM software has 
been developed by Infrasoft International LLC (Foss) 
and it is described elsewhere.4,8 In this study, LOCAL 
was set up to select between 50 and 250 samples 
from the clean dataset and between 6 and 20 PLS 
factors.

iii) LCCRS (Local Calibration by Customized Radii 
Selection): In this recent locally-based method, the 
number of samples selected to build each local model 
was automatically fitted and was based on the space 
between PLS scores: the distance between samples 
was measured considering spectral similarities but also 
reference value coincidences. The number of samples 
selected in the clean database and the number of 
PLS factors were optimized and could be different 
for each constituent and each product. The method 

has been described elsewhere.9 This algorithm was 
executed with programs developed in Matlab 2015b 
(The Mathworks, Inc., Natick, MA, USA).

In all cases, the data were pretreated using SNV and 
first derivative Savitzky–Golay with a window of nine 
points and a polynomial of the second degree.12

Results
After application of the global and the two local approaches, 
the results for the 160 spectra were expressed in terms 
of Root Mean Square Error for Prediction (RMSEP). As 
previously explained, the assigned values were the mean 
of the results obtained by the labs for each ILS.

Table 1 shows the RMSEP values calculated for each 
laboratory and for each ILS separately. Table 2 shows 
the statistics extracted from Table 1, mainly in terms of 
standard deviation (SD) and coefficients of variation (CV) 
of the RMSEP obtained for each technique. As can be 
observed, the variation for RMSEP from the classical PLS 
was significant by a factor of 1 to 3.4. The coefficients of 
variation (CV) were high but lower for both local methods.

Table 3 shows the results when all predictions are aver-
aged per sample, independently of the lab or the ILS.

From this table, a mean RMSEP value by method was 
calculated (Table 4). The local methods give the best accu-
racy, although all three techniques give very low RMSEP 
values provided the number of analyses for each sample 
is high (in this case 32). For comparison, the tolerance 
used for reference analysis in the international ring test 
of BIPEA is 2.8 % of the assigned value. For a common 
sample of wheat in Belgium, the protein content is gener-

  RMSEP
  Global LOCAL LCCRS

Laboratory ILS 1 ILS 2 ILS 1 ILS 2 ILS 1 ILS 2
1 0.30 0.34 0.24 0.26 0.21 0.36
2 0.44 0.37 0.45 0.46 0.39 0.42
3 0.23 0.33 0.24 0.32 0.18 0.28
4 0.51 0.27 0.41 0.29 0.40 0.32
5 0.16 0.33 0.29 0.27 0.19 0.22
6 0.15 0.31 0.28 0.20 0.21 0.28
7 0.26 0.32 0.27 0.36 0.33 0.27
8 0.34 0.38 0.41 0.35 0.35 0.31

Table 1. RMSEP values obtained by each laboratory and for each ILS.
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ally close to 12 %. In this case, the tolerance is ±0.33. This 
demonstrates that, in some cases, NIR analysis can be as 
accurate as reference analysis provided the number of 
measurements is high enough to represent the variability 
of the sample.

Conclusion
Both local approaches proved to be efficient alternatives 
to global models for optimizing predictions, allowing the 
RMSEP to be reduced when dealing with large data-
bases with high data variability. In addition to this feature, 
the simplicity and speed of the local approaches, mainly 
based on correlations or Mahalanobis distance meas-
ured in the PLS scores space, allows their application to 
on-line predictions. The results for both local approaches 
being similar, LCCRS presents the advantage of working 
without being associated with any specific software and 
independently of the instrument used.

In both cases, as the system selects only the most 
similar spectra, the complexity of the dataset used to 
predict unknown samples is reduced by comparison with 
the entire database, and the number of PLS factors can 
be reduced for a simpler, more robust calibration with low 
coefficients without excessive noise. Moreover, having a 
specific database can help with problems of nonlinearity.

The use of local techniques will motivate the develop-
ment of unique databases in which spectra and reference 
values of different products of different kinds could be 
merged together. Such unique databases are easier to 
manage than individual databases for different products. 
They can be easily updated by adding new samples and 
ensuring that the reference values are correct.
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